Detecting, Tracing, and Monitoring Architectural Tactics in Code

Mehdi Mirakhorli*, Member, IEEE Jane Cleland-Huang†, Member, IEEE
*Department of Software Engineering
Rochester Institute of Technology, Rochester, NY
mehdi@se.rit.edu
†School of Computing
DePaul University, Chicago, IL 60604
jhuang@cs.depaul.edu

Abstract—Software architectures are often constructed through a series of design decisions. In particular, architectural tactics are selected to satisfy specific quality concerns such as reliability, performance, and security. However, the knowledge of these tactical decisions is often lost, resulting in a gradual degradation of architectural quality as developers modify the code without fully understanding the underlying architectural decisions. In this paper we present a machine learning approach for discovering and visualizing architectural tactics in code, mapping these code segments to Tactic Traceability Patterns, and monitoring sensitive areas of the code for modification events in order to provide users with up-to-date information about underlying architectural concerns. Our approach utilizes a customized classifier which is trained using code extracted from fifty performance-centric and safety-critical open source software systems. Its performance is compared against seven off-the-shelf classifiers. In a controlled experiment all classifiers performed well; however our tactic detector outperformed the other classifiers when used within the larger context of the Hadoop Distributed File System. We further demonstrate the viability of our approach for using the automatically detected tactics to generate viable and informative messages in a simulation of maintenance events mined from Hadoop’s change management system.

Index Terms—Architecture, traceability, tactics, traceability information models

1 INTRODUCTION

The software architectures of business, mission, or safety critical systems must be carefully designed to balance an exacting set of quality concerns describing characteristics such as security, reliability, availability, and performance. Architects often integrate known architectural frameworks, styles, and tactics into their designs in order to address specific quality concerns. For example, performance issues in a data-intensive application might be addressed using lazy-load [1], while availability of a critical component could be monitored by use of ping-echo or the heart-beat tactic [2].

Unfortunately, the problem of architectural degradation is common place [1], [3], [4]. Architectures which are carefully designed during initial phases of the project, gradually degrade over time as developers perform maintenance activities and introduce new features to the system [5], [6]. This problem is at least partially caused by developers’ lack of underlying architectural knowledge – if they are not informed of the design decisions that influenced or drove the initial implementation, then they are unlikely to preserve those decisions during the modification process [7].

In practice, many software projects fail to fully document architectural decisions, providing only high-level lists of decisions. However, several solutions have been proposed. Burge et al. [8] and Kruchten [9] used design rationales to document architectural design decisions, their justifications, alternatives, and tradeoffs. Other similar approaches include the Architecture Design Decision Support System (ADDSS) [10], Process based Architecture Knowledge Management Environment (PAKME) [11], and Architecture Rationale and Element Linkage (AREL) [12]. However, such approaches generally document rationales at the design level, and fail to provide explicit traceability down to the code level in which the decisions have been implemented [13]. Existing design rationale systems therefore provide only limited support for keeping developers informed of underlying design decisions during the code maintenance process.

To address this problem we present a solution for detecting architectural tactics in code, tracing them to requirements, and visualizing them in a way that helps a developer to understand underlying design decisions. We use machine learning to train a classifier to detect the presence of architectural tactics, and then to map relevant parts of the code to Tactic Traceability Patterns (tTPs) so that architecturally significant code can be monitored and code modifications can trigger informational notifications to developers. As such, our approach is designed to address the problem of
architectural degradation through keeping developers informed of underlying architectural decisions, even when those decisions are not formally documented.

We focus our efforts on detecting the class of architectural decisions referred to as architectural tactics [2], [14], [15]. Tactics represent re-usable solutions for satisfying specific quality concerns, and are defined by Bachman et al. as “a means of satisfying a quality-attribute-response measure by manipulating some aspects of a quality attribute model through architectural design decisions” [16]. Architectural tactics come in many different shapes and sizes providing solutions for a wide range of quality concerns. For example, a system with high reliability requirements might implement the heartbeat tactic [2] to monitor availability of a critical component, or the voting tactic [2] to increase fault tolerance through integrating and processing information from a set of redundant components.

The work described in this paper builds upon our prior work [13], [17] which described our approach for detecting architectural tactics and for monitoring them in the code. However, we make several additional non-trivial contributions in this paper. First and foremost, the earlier work evaluated our approach against five architectural tactics across code extracted from ten projects. In this paper we conduct a far more extensive evaluation of ten different tactics against code taken from 50 projects – thereby demonstrating far stronger generalizability. Secondly, we perform a comparative analysis of the ‘home-grown’ tactic-detector used in our prior work against six well-known classifiers as well as a ‘super-classifier’ which utilizes a voting scheme to integrate individual results. We perform this analysis as a controlled experiment and also within the context of a large-sized open source project. Third, we describe our Archie tool [18], which demonstrates the application of our approach within the context of an integrated development environment (IDE). Finally, for reproducibility purposes, we release the datasets from our controlled study via the CoEST.org dataset directory 1.

The remainder of this paper is laid out as follows. Section 2 provides a more detailed explanation of architectural tactics, and introduces the concept of tTPs. Section 3 describes our tactic detector and the studies we conducted to comparatively evaluate it against off-the-shelf classifiers. Section 4 describes a case study in which the tactic detector and other classifiers are utilized and evaluated within the context of the Apache Hadoop framework. Section 5 presents our Archie tool and describes usage scenarios that could lead to architectural preservation within the context of a series of maintenance activities. The paper concludes with a discussion of threats to validity in Section 6, related work in Section 7, and finally conclusions in Section 8.

## 2 Architectural Tactics

Architectural tactics come in many different shapes and sizes and describe solutions for a wide range
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of quality concerns [2]. For example, reliability tactics provide solutions for fault mitigation, detection, and recovery; performance tactics provide solutions for resource contention in order to optimize response time and throughput, and security tactics provide solutions for authorization, authentication, non-repudiation and other such factors [19]. In early phases of our project we manually inspected the code and supporting documentation of twenty performance-centric, fault-tolerant, open-source systems, searching for evidence of 16 well-documented architectural tactics. The occurrence of these tactics across the studied systems is reported in Table 1 and clearly highlights the pervasive nature of architectural tactics in the examined systems.

2.1 Tactics Selected for this Study

For purposes of our ongoing study we selected ten commonly occurring architectural tactics representing three different quality concerns. These included five security tactics, namely audit, authenticate, HMAC, Secure Session Management and RBAC; two reliability tactics, namely heartbeat and CheckPoint and three performance tactics Resource Scheduling, Resource Scheduling and Asynchronous Invocation. The ten selected tactics are defined as follows [2]:

1-Asynchronous Communication: In synchronous communication a method is invoked and all other operations are blocked until the call is completed. To decrease response time and/or increase throughput, asynchronous communication and method invocation is used to return control to the calling application before obtaining a response.

2-Audit trail: A copy of each transaction and associated identifying information is maintained. This audit information can be used to recreate the actions of a malicious user, and also to support functions such as system recovery and non-repudiation.

3-Authentication: Ensures that a user or a remote system is who it claims to be. Authentication is often achieved through passwords, digital certificates, or biometric scans.

4-Checkpoint/rollback: Uses a checkpoint to record system state during normal execution and in case of failure uses this information to recover the system to a previously safe state. The logging is done either periodically or in response to specific events.

5-Heartbeat: One component emits a periodic heartbeat message while another component listens for the message. The original component is assumed to have failed if the heartbeat fails.

6-HMAC: Provides integrity and authenticity assurances on the messages communicated between programs. Therefore a short piece of information called a message authentication code (often MAC) is used for verifying both user authenticity and integrity of communicated messages. This enables integrity assurances to detect accidental and intentional message changes, while at the same time authenticity assurances affirm the message’s origin.

7-RBAC: User/Process Authorization is used to ensure that an authenticated user or remote computer/process has the rights to access and modify either data or services. This tactic is usually implemented through some access control patterns within a system, for example based on user roles/classes or through specific policies. Two major types of authorization therefore include Role Based Access Control (RBAC) and Policy Based Access Control (PBAC).

8-Resource Pooling: Limited resources are shared between clients that do not need exclusive and continual access to a resource. Pooling is typically used for sharing threads, database connections, sockets, and other such resources.

9-Scheduling: Resource contentions are managed through scheduling policies such as FIFO (First in First out), fixed-priority, and dynamic priority scheduling.

10-Secure Session: Allows an application to only require the users to authenticate once to confirm that the user requesting a given action is the user who provided the original credentials. This architectural decision will ensure that the authenticated users have a robust and cryptographically secure association with their session.

2.2 Tactic Traceability Patterns

Our approach to tracing architectural tactics builds upon the fundamental concept of the tTP described in our prior work [17], [20]. The tTP concept emerged as a result of an earlier study of tactical architectural decisions which we conducted across a wide range of software intensive systems including the Airbus A320/330/340 family, Boeing 777, Boeing 777 [21], [22], NASA robots [23]-[26], and also performance centric systems such as Google Chromium OS [17], [27]. Each tTP describes the elements needed to trace an individual architectural tactic back to its contribution structures (i.e. quality goals, rationales, intents), and forward to the elements that realize the tactic in both the design and the code. The tTP includes a set of roles describing the essence of the tactic, a set of semantically typed links that define relationships between pairs of artifacts, and a set of trace proxies which provide mapping points for establishing traceability links.

The tactic itself is modeled as a set of interrelated roles. For example, the heartbeat tactic, which is depicted in Figure 1(e), includes the primary roles of receiver, emitter, and fault monitor. Additional roles, not shown in this figure but described in our earlier work [17], include parameters such as the heart beat rate and the heartbeat checking interval. In addition to roles, the tTP also includes a set of reusable, semantically-typed traceability links. These include internal links such as
Fig. 1. Tactic Traceability Patterns (TTPs) for Ten Architectural Tactics
Finally, the tTP contains a set of trace proxies which are used to transform the traceability task to a simple mapping task. A developer or analyst has to simply map one or more elements in the architecture and/or code onto the proxy in order to establish traceability. Once a tTP has been instantiated and these mappings established, all of the traceability information embedded in the tTP is automatically inherited by the project. As a result, traceability is established from code all the way back to quality-related concerns and requirements. Because of the inherent reuse of trace links, tTPs have been shown to reduce the cost and effort of traceability [17].

### 3 Detecting Tactics in Source Code

Although the tactic-detection problem may initially appear to be a special case of design pattern recognition, it turns out to be more challenging. Unlike design patterns which tend to be described in terms of classes and their associations [28], tactics are described in terms of roles and interactions [2]. This means that a single tactic might be implemented using a variety of different design patterns or proprietary designs. For example we observed the heartbeat tactic implemented using (i) direct communication between the emitter and receiver roles (found in Chat3 and Smartfrog systems), (ii) the observer pattern [28] in which the receiver registered as a listener to the emitter found in the Amalgam system, (iii) the decorator pattern [28] in which the heartbeat functionality was added as a wrapper to a core service (found in Rossume and Jworkosgi systems), and finally (iv) numerous proprietary formats that did not follow any specific design pattern.

As a tactic is not dependent upon a specific structural format, we cannot use structural analysis as the primary means of identification. Our approach therefore relies primarily on information retrieval (IR) and machine learning techniques to train a classifier to recognize specific terms that occur commonly across implemented tactics. Numerous studies have shown that programmers tend to use meaningful terms to name variables, methods, and classes, and also often provide meaningful comments which offer insights into the purpose of the code [29], [30].

#### 3.1 Classifiers

We comparatively evaluated the efficacy of six different classifiers for the task of detecting architectural tactics in code. These included the tactic detector (TD), support vector machine (SVM), C.45 decision tree (implemented as J48 in Weka), bayesian logistic regression (BLR), AdaBoost, rule learning with SLIPPER, and bagging. These classifiers were selected as they have all been used to solve similar problems in the past. As the tactic detector is our own home-grown technique we describe it in greater detail than the other standard solutions.

##### 3.1.1 Tactic Detector

The tactic detector [31] is a customized version of our previously developed NFR-Classifier [32]. It involves three phases of preparation, training, and detection which are defined as follows:

**Preparation** All data are preprocessed using standard information retrieval techniques. These include removal of non-alpha-numeric characters, stemming words to their morphological roots, and removal of ‘stop’ words, i.e. commonly occurring words such as ‘this’ and ‘shall’ which are not helpful for classification purposes. The remaining terms are then transformed into a vector of terms.

**Training** The training phase takes a set of pre-classified code segments as input, and produces a set of indicator terms that are considered representative of each tactic type. For example, a term such as priority, is found more commonly in code related to the scheduling tactic than in other kinds of code, and therefore receives a higher weighting with respect to that tactic.

The following lines of code are extracted from a code snippet used to train the ‘audit trail’ classifier. We can observe that the programmer utilized obviously meaningful terms, such as Audit, in the code.

```java
public boolean isAuditUserIdentifyPresent(){
    return(this.auditUserIdentify != null);
}

public BigDecimal getAuditSequenceNumber(){
    return this.auditSequenceNumber;
}
```

The tactic detector is defined more formally as follows. Let \( q \) be a specific tactic such as heartbeat. Indicator terms of type \( q \) are mined by considering the set \( S_q \) of all classes that are related to tactic \( q \). The cardinality of \( S_q \) is defined as \( N_q \). Each term \( t \) is assigned a weight score \( Pr_q(t) \) that corresponds to the probability that a particular term \( t \) identifies a class associated with tactic \( q \). The frequency \( freq(c_q,t) \) of term \( t \) in a class description \( c_q \) related to tactic \( q \), is computed for each tactic description in \( S_q \). \( Pr_q(t) \) is then computed as:

\[
Pr_q(t) = \frac{1}{N_q} \sum_{c_q \in S_q} \frac{freq(c_q,t)}{|c_q|} \frac{N_q(t)}{N(t)} \frac{NP_q(t)}{NP_q} \tag{1}
\]

For illustrative purposes, Table 2 depicts the top ten indicator terms learned for each of our ten tactics when running experiments described in Section 3.2.2 of this paper. The terms are depicted in their stemmed form.
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TABLE 2
Indicator terms for each of the ten architectural tactics learned during training

<table>
<thead>
<tr>
<th>Tactic Name</th>
<th>Code trained indicator terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynch</td>
<td>event, asynch, async, method, invoc, param, object, valu, except, invok</td>
</tr>
<tr>
<td>Audit Trail</td>
<td>authent, credenti, challeng, kerbero, string, categori, pstm, pmr</td>
</tr>
<tr>
<td>Authentication</td>
<td>authent, credenti, challeng, kerbero, auth, login, otp, cred, share, sasl</td>
</tr>
<tr>
<td>CheckPoint</td>
<td>checkpoint, file, transact, commit, set, log, index, info, directori, rollback</td>
</tr>
<tr>
<td>Heartbeat</td>
<td>heartbeat, ping, beat, heart, hb, out, bound, puls, hsr, period, isolin</td>
</tr>
<tr>
<td>HMAC</td>
<td>kei, hmac, sha, algorithm, hash, data, param, messag, mac, authent</td>
</tr>
<tr>
<td>RBAC</td>
<td>role, permis, user, access, resourc, code, set, secur, param, author</td>
</tr>
<tr>
<td>Resource Pooling</td>
<td>pool, thread, connect, sparrow, nbp, processor, worker, timewait, jdb, ti</td>
</tr>
<tr>
<td>Scheduling</td>
<td>schedul, task, priorit, proc, sched, thread, rtp, weight, tsi</td>
</tr>
<tr>
<td>Session</td>
<td>session, user, set, http, request, secur, id, valu, url, util</td>
</tr>
</tbody>
</table>

Detection During this phase, the indicator terms computed in Equation 1 are used to evaluate the likelihood \( Pr_q(c) \) that a given class \( c \) is associated with the tactic \( q \). Let \( I_q \) be the set of indicator terms for tactic \( q \) identified during the training phase. The classification score that class \( c \) is associated with tactic \( q \) is then defined as follows:

\[
Pr_q(c) = \frac{\sum_{t \in I_q \cap c} Pr_q(t)}{\sum_{t \in I_q} Pr_q(t)}
\]

(2)

where the numerator is computed as the sum of the term weights of all type \( q \) indicator terms that are contained in \( c \), and the denominator is the sum of the term weights for all type \( q \) indicator terms. The probabilistic classifier for a given type \( q \) will assign a higher score \( Pr_q(c) \) to a class \( c \) that contains several strong indicator terms for \( q \).

Classes are considered to be related to a given tactic \( q \) if the classification score is higher than a selected threshold.

3.1.2 Support Vector Machine
A Support Vector Machine (SVM) is a powerful classifier which has been used for classification purposes across a wide variety of problems including bug prediction, text classification and feature selection [33]. SVM selects a small number of critical boundary samples from each class in the training set and builds a linear discriminant function that separates the instances of each classes with a maximum possible separation. When there is no linear separation, the training data is transformed into a higher-dimensional space where it becomes linearly separable. The automatic transformation is accomplished through a technique known as the “kernel method” [34]. SVM performs well on data with a high dimensional input space. It can also handle sparse vectors. Both of these characteristics are found in text classification problems [33] [35].

3.1.3 Classification by Decision Tree (C.45)
Decision Trees (DTs) are a supervised learning method used for classification and regression. The goal is to create a model that predicts the type of a source file by learning simple decision conditions inferred from the words used in tactical files. In a decision tree, the internal nodes represent test conditions while leaf nodes represent categories. In our case there are two categories of tactical and non-tactical. The attributes chosen to build the tree are based on information gain theory, meaning that the internal nodes of the decision tree are constructed from the attributes that provide maximum information while the leaf node predicts a category or class [36].

3.1.4 Bayesian Logistic Regressions (BLR)
Bayesian Logistic Regression models are also often used for text classification purposes [37]. In general, results from BLR have been shown to be as effective as SVM classifiers. BLR is a linear model in which predictions are transformations of a weighted sum of the features modeling the probability of categorical outcomes via a logistic link function. Model fitting involves inferring the best values from training data while accounting for correlations amongst features. For our purposes we estimate the probability that a particular source file represents a specific architectural tactic. A threshold value is established for making this determination.

3.1.5 AdaBoost
Boosting uses a voting mechanism to combine results from many relatively weak and inaccurate classifiers with the goal of delivering a high-performing one. We used the AdaBoost algorithm proposed by Freund and Schapire [38], as it has been widely used to solve several similar software engineering problems [31]. The weight assigned to each classifier (in Weka) is equal to \( \log(1/\beta) \) where \( \beta = error/(1-error) \). Ada-boost increases the weight of cases which are hard to classify at each iteration. Boosting has been shown to be effective for predicting hard to classify cases.

3.1.7 Ensembled Rule Learning: SLIPPER
The Simple Learner with Iterative Pruning to Produce Error Reduction (SLIPPER) approach [39] is a standard rule-learning algorithm based on confidence-rate boosting. It is frequently used for text classification problems. A weak learner is first boosted to identify a weak hypothesis (an IF-THEN rule), then the training data are re-weighted for the next round of
boosting. The main difference between this approach and traditional rule-learning methods is that the data used for learning the rules are not removed from the training set. Instead they are given a lower weight in the next boosting rounds. The weak hypotheses generated from each round of boosting are merged into a stronger hypothesis from which a binary classifier is ultimately constructed.

3.1.7 Bagging

Bagging [40] works in the same way as boosting but utilizes a simpler way for generating the training set. It trains individual classifiers on a random sampling of the original training set. A majority vote on the classification results define the final results. Bagging has been shown to be effective for “unstable” learning algorithms such as decision trees where small changes in the training set result in large changes in predictions [41].

3.2 Evaluating the Classifiers

To perform an initial evaluation of the classifiers we designed an experiment in which each classifier was trained and tested against a dataset of architectural code snippets. We describe the construction of the dataset and the experimental evaluation below.

3.2.1 Training Set

For each of the ten tactics, we identified 50 open-source projects in which the tactic was implemented. For each project we performed an architectural biopsy to retrieve a source file in which the targeted tactic was implemented and also retrieved one randomly selected non-tactical file. Using this data we built a balanced training set for each tactic which included 50 tactic-related snippets and 50 non-tactical ones.

Our training set was limited to java code. Architectural tactics were discovered as follows:

- **Direct Code Search**: The source code search engine Koders was used to search for the tactic. The search query for each tactic was composed from keywords used in descriptions of the tactic found in textbooks, articles, and white papers. All returned code was reviewed by two team members to determine whether it was relevant (i.e. related to the current architectural tactic) or not.

- **Indirect Code Search**: Project-related documents, such as design documents, online forums, etc. were searched for references and pointers to architectural tactics. This information was then used to identify and retrieve relevant code. Once again, all retrieved code was carefully reviewed to ensure that it was relevant.

- **"How to" examples**: Online materials and libraries (e.g. MSDN, stack overflow) were searched for concrete examples of implemented architectural tactics.

We discuss threats to validity concerning the selection and the tactic-representativeness of the identified code-snippets in Section 6.

3.2.2 N-Fold Cross-Validation Analysis

A standard n-fold cross-validation experimental design was adopted in which each dataset of tactics was divided into five equal buckets - each bucket containing tactical and non-tactical code samples from 20% of the projects.

The six classifiers were then individually trained using four of the buckets and then tested against the remaining bucket. This process was repeated five times until each bucket had been classified by each classifier. The process was repeated for each of the ten tactics.

3.3 Evaluation Metrics

Results were evaluated using four standard metrics of recall, precision, F-measure, and specificity computed as follows where code is short-hand for code snippets.

\[
\text{Recall} = \frac{|\text{RelevantCode} \cap \text{RetrievedCode}|}{|\text{RelevantCode}|} \quad (3)
\]

while precision measures the fraction of retrieved code snippets that are relevant and is computed as:

\[
\text{Precision} = \frac{|\text{RelevantCode} \cap \text{RetrievedCode}|}{|\text{RetrievedCode}|} \quad (4)
\]

Because it is not feasible to achieve identical recall values across all runs of the algorithm the F-measure computes the harmonic mean of recall and precision and can be used to compare results across experiments:

\[
F - \text{measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (5)
\]

Finally, specificity measures the fraction of unrelated and unclassified code snippets that are correctly rejected by our classifier. It is computed as:

\[
\text{Specificity} = \frac{|\text{NonRelevantCode}|}{|\text{TrueNegatives}| + |\text{FalsePositives}|} \quad (6)
\]

3.4 Parameter Optimization

For each classifier we conducted a series of systematic n-fold experiments to identify the best configuration parameters. For example, Figure 2 reports the F-measure results for classifying classes by Tactic Detector using several combinations of threshold value. Similar experiments were conducted for each classifier resulting in the configuration values shown in Appendix A. We report these values for reproducibility purposes.
Fig. 2. Results for Detection of Tactic-related Classes at various Classification and Term Thresholds for Ten Different Tactics

### Table 3
Results from N-Fold Cross Validation Detection of Architectural Tactics

<table>
<thead>
<tr>
<th>Tactic</th>
<th>SVM</th>
<th>Slipper</th>
<th>J48</th>
<th>Bagging</th>
<th>AdaBoost</th>
<th>Bayesian</th>
<th>Tactic Det.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pr</td>
<td>Rec</td>
<td>FM</td>
<td>Pr</td>
<td>Rec</td>
<td>FM</td>
<td>Pr</td>
</tr>
<tr>
<td>Audit</td>
<td>0.96</td>
<td>0.46</td>
<td>0.62</td>
<td>0.85</td>
<td>0.78</td>
<td>0.81</td>
<td>0.85</td>
</tr>
<tr>
<td>Authenticate</td>
<td>0.91</td>
<td>0.58</td>
<td>0.71</td>
<td>0.96</td>
<td>0.94</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>Heartbeat</td>
<td>0.91</td>
<td>0.62</td>
<td>0.74</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.77</td>
</tr>
<tr>
<td>Pooling</td>
<td>0.97</td>
<td>0.66</td>
<td>0.79</td>
<td>0.94</td>
<td>0.96</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>Scheduler</td>
<td>0.98</td>
<td>0.88</td>
<td>0.93</td>
<td>0.88</td>
<td>0.92</td>
<td>0.9</td>
<td>1.00</td>
</tr>
<tr>
<td>Asynch</td>
<td>0.58</td>
<td>0.92</td>
<td>0.71</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>HMAC</td>
<td>0.78</td>
<td>0.76</td>
<td>0.77</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>RBAC</td>
<td>0.83</td>
<td>0.60</td>
<td>0.70</td>
<td>0.91</td>
<td>0.86</td>
<td>0.89</td>
<td>0.92</td>
</tr>
<tr>
<td>Session</td>
<td>0.63</td>
<td>0.8</td>
<td>0.71</td>
<td>0.91</td>
<td>0.98</td>
<td>0.94</td>
<td>0.91</td>
</tr>
<tr>
<td>Checkpoint</td>
<td>0.62</td>
<td>0.42</td>
<td>0.5</td>
<td>0.9</td>
<td>0.92</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>Averages</td>
<td>0.82</td>
<td>0.67</td>
<td>0.72</td>
<td>0.91</td>
<td>0.91</td>
<td>0.92</td>
<td>0.94</td>
</tr>
</tbody>
</table>

### 3.5 Results

Results from the experiment are reported in Table 3. A comparison of F-measure scores shows that no clear winner emerged. AdaBoost returned the best results, either outrightly winning or tying for first place for five of the tactics; J48 returned best results in four cases; Bagging and Bayesian Regression Modeling won three contests each; while the Tactic Detector won two. In contrast neither SVM nor SLIPPER came first in any of the tactics, and SVM clearly underperformed the other classifiers. The Friedman non-parametric Statistical test was applied on the results of all the methods excluding SVM which was clearly non-competitive. The test results indicated that the difference between the classifiers is not statistically significant. (p-value of 0.05). Based on these results we conclude that six of the classifiers perform equivalently for the task of tactic detection.

### 4 Apache Hadoop Case Study

The purpose of our work is to build a classifier which can detect architectural tactics in large-scale projects. In this section we therefore applied the classifiers trained through the controlled experiment, to the task of detecting architectural tactics in the Hadoop Distributed File System (HDFS) [42]. Apache Hadoop is a framework which supports distributed processing of large datasets across thousands of computer clusters. The Hadoop library includes over 1,700 classes and provides functionality to detect and handle failures in order to deliver high availability service even in the event that underlying clusters fail.

#### 4.1 Tactics in Apache Hadoop

The first step of the case study involved determining which of the tactics under evaluation occurred in the Hadoop code, and then identifying specific classes in which they were implemented. This task was accomplished by (i) reviewing the available Hadoop literature [42] to look for references to specific tactics, and then manually hunting for the occurrences of those tactics in the source code, (ii) browsing through the Hadoop classes to identify tactic-related ones, (iii) using the Koders search engine to search for relevant code using key terms. In order to reduce bias, this task
was performed by two researchers in our group prior to viewing the indicator terms generated during the classification training step, and finally (iv) posting a question on the Hadoop discussion forum describing the occurrences of tactics we found, and eliciting feedback from developers. The Hadoop developers did not refute any of the tactics we had identified, but did point out one additional instance of a tactic which we then included in our reference set. As a result of these activities Table 4 documents the occurrences of the ten architectural tactics identified in Hadoop. The identified code served as the ‘reference set’ for the remainder of the case study. Our analysis suggested that 1,557 classes were not tactic related, 145 classes implemented one tactic only, 14 classes implemented two tactics, two classes implemented three tactics, and 5 classes implemented four tactics.

<table>
<thead>
<tr>
<th>Tactic</th>
<th>Classes</th>
<th>Explanation</th>
<th>Package Name or Subsystem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynchronous Communication</td>
<td>13</td>
<td>Handles communication with all the NodeManagers and provides asynchronous updates on getting responses from them</td>
<td>mapreduce &amp; datanode</td>
</tr>
<tr>
<td>Audit Trail</td>
<td>4</td>
<td>Audit log captures users’ activities and authentication events.</td>
<td>mapred package</td>
</tr>
<tr>
<td>Authentication</td>
<td>35</td>
<td>Uses Kerberos authentication for direct client access to HDFS subsystems.</td>
<td>security package</td>
</tr>
<tr>
<td>CheckPoint</td>
<td>32</td>
<td>Periodic checkpoints of the namespace to keep NameNode and Backup NameNode in sync and help Namenode restart.</td>
<td>MapReduce &amp; HDFS subsys.</td>
</tr>
<tr>
<td>Heartbeat</td>
<td>27</td>
<td>HDFS uses a master/slave architecture with replication. All slaves send a heartbeat message to the master (server) indicating their health status. Master replicates a failed node (slave).</td>
<td>MapReduce Subsystem</td>
</tr>
<tr>
<td>Hash Based Method Authentication</td>
<td>8</td>
<td>Verifies message replies using base64Hash.</td>
<td>security package &amp; NameNode</td>
</tr>
<tr>
<td>Role Based Access Control</td>
<td>39</td>
<td>Authorizes access to the directories, files as well as operations on data files</td>
<td>HDFS &amp; fs &amp; NameNode</td>
</tr>
<tr>
<td>Resource Pooling</td>
<td>36</td>
<td>MapReduce uses thread pooling to improve performance of many tasks e.g. to run the map function.</td>
<td>mapred package</td>
</tr>
<tr>
<td>Scheduling</td>
<td>88</td>
<td>Scheduling services are used to execute tasks and jobs. These include fair-, dynamic-, &amp; capacity-scheduling.</td>
<td>common &amp; MapReduce</td>
</tr>
<tr>
<td>Secure Session</td>
<td>35</td>
<td>Uses Kerberos authentication for direct client access to HDFS subsystems.</td>
<td>security package</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The MapReduce framework uses a DIGEST-MD5 authentication scheme.</td>
<td>MapReduce &amp; HDFS subsys.</td>
</tr>
</tbody>
</table>

**TABLE 5**

Comparative Evaluation of Various Classifiers for Detecting Architectural Tacktics in Hadoop

<table>
<thead>
<tr>
<th>SVM</th>
<th>Slipper</th>
<th>J48</th>
<th>Bagging</th>
<th>AdaBoost</th>
<th>Bayesian</th>
<th>Tactic Det.</th>
<th>Voting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr Rec FM</td>
<td>Pr Rec FM</td>
<td>Pr Rec FM</td>
<td>Pr Rec FM</td>
<td>Pr Rec FM</td>
<td>Pr Rec FM</td>
<td>Pr Rec FM</td>
<td>Pr Rec FM</td>
</tr>
<tr>
<td>Audit</td>
<td>0.08 0.13</td>
<td>0.02 0.09</td>
<td>0.03 0.29</td>
<td>0.06 0.29</td>
<td>0.29 0.29</td>
<td>0.06 0.57</td>
<td>0.05 0.70</td>
</tr>
<tr>
<td>Authenticae</td>
<td>0.14 0.22</td>
<td>0.16 0.26</td>
<td>0.17 0.25</td>
<td>0.58 0.57</td>
<td>0.17 0.25</td>
<td>0.61 0.57</td>
<td>0.47 0.65</td>
</tr>
<tr>
<td>Heartbeat</td>
<td>0.07 0.09</td>
<td>0.22 0.14</td>
<td>0.35 0.96</td>
<td>0.65 0.96</td>
<td>0.75 0.75</td>
<td>0.87 0.87</td>
<td>0.87 0.71</td>
</tr>
<tr>
<td>Pooling</td>
<td>0.71 0.19</td>
<td>0.33 0.42</td>
<td>0.88 0.93</td>
<td>0.88 0.93</td>
<td>0.87 0.93</td>
<td>0.87 0.93</td>
<td>0.87 0.93</td>
</tr>
<tr>
<td>Schedular</td>
<td>0.36 0.46</td>
<td>0.65 0.23</td>
<td>0.38 0.74</td>
<td>0.65 0.74</td>
<td>0.65 0.74</td>
<td>0.65 0.46</td>
<td>0.65 0.74</td>
</tr>
<tr>
<td>Asynch</td>
<td>0.26 0.28</td>
<td>0.10 0.2</td>
<td>0.82 0.62</td>
<td>0.00 0.00</td>
<td>0.10 0.2</td>
<td>0.82 0.62</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>HMAC</td>
<td>0.09 0.05</td>
<td>0.02 0.05</td>
<td>0.02 0.05</td>
<td>0.12 0.05</td>
<td>0.12 0.05</td>
<td>0.12 0.05</td>
<td>0.12 0.05</td>
</tr>
<tr>
<td>RBAC</td>
<td>0.21 0.12</td>
<td>0.21 0.21</td>
<td>0.42 0.21</td>
<td>0.35 0.21</td>
<td>0.30 0.21</td>
<td>0.35 0.21</td>
<td>0.30 0.21</td>
</tr>
<tr>
<td>Session</td>
<td>0.07 0.09</td>
<td>1.00 1.00</td>
<td>0.84 0.84</td>
<td>0.84 0.84</td>
<td>0.84 0.84</td>
<td>0.84 0.84</td>
<td>0.84 0.84</td>
</tr>
<tr>
<td>Checkpoint</td>
<td>0.29 0.32</td>
<td>1.00 1.00</td>
<td>1.00 0.94</td>
<td>0.97 0.97</td>
<td>1.00 0.97</td>
<td>0.99 0.92</td>
<td>1.00 0.97</td>
</tr>
</tbody>
</table>

| 1 win | 2 wins | 2 wins | 2 wins | 2 wins | 0 wins | 1 win | 8 wins | 2 wins |
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### 4.2 Classifying Hadoop Tactics

Given the fact that there was no significant difference between the results produced by six of the classifiers in the controlled n-fold experiment, we decided to re-evaluate all of the classifiers in the Hadoop task. The previously trained classifiers were configured as reported in Appendix A.

In addition, we introduced an additional voting technique, which integrated results from all seven individual classifiers. We informally evaluated several different voting schemes including majority rules, weighted voting and “minimum of three”; however we report only the best performing voting scheme which is majority voting.

Results are reported in Table 5 and show that the classifiers behaved somewhat differently than they did for the n-fold experiment. We first discuss the results and then suggest reasons for the observed differences in performance.

In general, this classification task is more difficult than the previous one reported in Section 3.2.2, because the size of the dataset is much larger. Instead of classifying a set of 100 code snippets evenly balanced between tactical and non-tactical code samples, we need to find anywhere from 8 classes (in the case of HMAC) to 95 classes (in the case of Resource Pooling) from a potential pool of 1,700 classes. Identifying tactical code in Hadoop is therefore more akin to the proverbial needle in a haystack problem. Not surprisingly, the average F-measure score dropped from 0.9 for the n-fold experiment to 0.53 for Hadoop.

Our own tactic detector clearly outperformed the other classifiers, producing the highest F-measure results in 8 of the 10 cases. Slipper, J48, and Bagging won in 2 cases each, SVM and BRM in one, and surprisingly AdaBoost in none. The voter only won in 3 cases, presumably because the Tactic Detector performed so well as an individual classifier.

### 4.3 Analysis of Results

The ultimate purpose of this case study was to determine which classifier should be used for practical purposes to classify tactics in large projects such as Hadoop. Our goal was to identify a reliable, easy to configure, and stable solution.

A rank comparison of the classifiers, reported in Table 6, shows that the Tactic Detector performed best for 8 of the 10 architectural tactics, while in 2 cases it was outperformed by both the Bayesian and Slipper approach. Table 7 reports both the mean and median of the F-measure for each classifier. As the data are not normally distributed, in order to evaluate whether differences were statistically significant we performed a Friedman ANOVA test which is a non-parametric test for comparing the medians of paired samples.

### Table 6
**F-measure Reported for Different Classifiers in Hadoop Case Study**

<table>
<thead>
<tr>
<th>Audit</th>
<th>Authentication</th>
<th>Heartbeat</th>
<th>Pooling</th>
<th>Scheduler</th>
<th>Asynch</th>
<th>HMAC</th>
<th>RBAC</th>
<th>Sess Check</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.13</td>
<td>0.22</td>
<td>0.09</td>
<td>0.19</td>
<td>0.46</td>
<td>0.84</td>
<td>0.15</td>
<td>0.12</td>
</tr>
<tr>
<td>Slipper</td>
<td>0.04</td>
<td>0.26</td>
<td>0.41</td>
<td>0.20</td>
<td>0.30</td>
<td>0.26</td>
<td>0.19</td>
<td>0.27</td>
</tr>
<tr>
<td>J48</td>
<td>0.06</td>
<td>0.58</td>
<td>0.36</td>
<td>0.93</td>
<td>0.74</td>
<td>0.84</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.44</td>
<td>0.57</td>
<td>0.67</td>
<td>0.93</td>
<td>0.75</td>
<td>0.84</td>
<td>0.20</td>
<td>0.28</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.06</td>
<td>0.30</td>
<td>0.51</td>
<td>0.87</td>
<td>0.71</td>
<td>0.62</td>
<td>0.20</td>
<td>0.31</td>
</tr>
<tr>
<td>Bayesian</td>
<td>0.07</td>
<td>0.21</td>
<td>0.05</td>
<td>0.22</td>
<td>0.46</td>
<td>0.00</td>
<td>0.22</td>
<td>0.05</td>
</tr>
<tr>
<td>TD</td>
<td>0.83</td>
<td>0.66</td>
<td>0.79</td>
<td>0.93</td>
<td>0.77</td>
<td>0.84</td>
<td>0.11</td>
<td>0.48</td>
</tr>
<tr>
<td>Voting</td>
<td>0.57</td>
<td>0.55</td>
<td>0.71</td>
<td>0.92</td>
<td>0.77</td>
<td>0.84</td>
<td>0.20</td>
<td>0.35</td>
</tr>
</tbody>
</table>

### Table 7
**Descriptive Statistics for F-measure of Different Classification Techniques**

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean Rank</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>10</td>
<td>2.60</td>
<td>.170381</td>
</tr>
<tr>
<td>SLIPPER</td>
<td>10</td>
<td>3.55</td>
<td>.266862</td>
</tr>
<tr>
<td>J48</td>
<td>10</td>
<td>4.60</td>
<td>.661641</td>
</tr>
<tr>
<td>Bagging</td>
<td>10</td>
<td>5.85</td>
<td>.707120</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>10</td>
<td>4.40</td>
<td>.565247</td>
</tr>
<tr>
<td>Bayesian</td>
<td>10</td>
<td>2.40</td>
<td>.174968</td>
</tr>
<tr>
<td>Tactic Detector</td>
<td>10</td>
<td>6.50</td>
<td>.813725</td>
</tr>
<tr>
<td>Voting</td>
<td>10</td>
<td>6.10</td>
<td>.741164</td>
</tr>
</tbody>
</table>

The Friedman test (Table 8) indicates the there is a statistically significant difference between the performance of the classifiers; however the test does not determine which one is better than the others. As the Tactic Detector exhibited the highest mean and median (Table 7) across 10 different architectural tactics in Hadoop, we performed a pairwise comparison between it and all other classification techniques.

### Table 8
**Testing Statistically Significance in Medians of Classifiers Performance**

<table>
<thead>
<tr>
<th>Friedman Test’s Statistics</th>
<th>N</th>
<th>Chi-Square</th>
<th>df</th>
<th>Asymp. Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>30.395</td>
<td>7</td>
<td>.000</td>
</tr>
</tbody>
</table>
both tests indicated that the Tactic Detector is more accurate than SVM, Slipper, AdaBoost and Bayesian classification technique at statistical significance with a p-value of 0.05. Furthermore the Tactic Detector also performed better than Bagging and J48 classification methods but this conclusion with a p-value of 0.05 and confidence level of 0.95 is not statistically significant. Similarly the difference between the Tactic Detector and the voting mechanism was also not statistically significant, most likely because the voting mechanism utilizes the Tactic Detector as a voter.

It is also interesting to observe that the performance of the Tactic Detector did not change drastically between the controlled experiment and the Hadoop case study. This contrasted with the other individual classifiers, which all exhibited sharp increases in the number of false positives when used in Hadoop. This suggests that the Tactic Detector is more stable than the other tested approaches, although further studies will be needed to substantiate this claim.

Finally, techniques such as bagging, boosting, and Slipper, are non-trivial to use, and require the creation of different rule learners. In contrast the Tactic Detector is a simple, linear classifier which scales up for large-sized datasets. We were able to analyze the HDFS code and to classify all eight tactics for Hadoop in approximately 20 seconds on a laptop.

5 Architectural Preservation

In this section we discuss and evaluate the usefulness of the generated trace links. Although the tactic detector can be used as an isolated utility, we have designed it to be used primarily within an instrumented software engineering environment.

Figure 3 depicts our Eclipse plugin tool named Archie [18]. To support our goal of architectural preservation Archie delivers various capabilities including (1) a detection engine capable of identifying code implementing a predefined set of architectural tactics and an interactive viewer which allows a user to browse through code snippets returned by the detection engine, (2) an annotated code viewer, which highlights architecturally significant parts of the code, (3) visualization features for generating views of specific architectural tactics, their relationships to design rationales and requirements, and global views of architectural decisions, (4) features to allow a user to bypass the automated detection process and to manually mark-up sections of code as being architecturally significant, and finally (5) an event engine which constantly monitors changes to the code in the background, notifies the user when he/she starts to modify sensitive areas of the code, and displays information about the underlying architectural decisions. A more complete description of the Archie tool is provided in our prior work [18], [31].

5.1 Preparation

To prepare Archie for use we have to install a library of tTPs and or create customized ones. For the purpose of our HADOOP case study we installed the library of ten tTPs described in this paper. However, tTPs can be created as needed to capture either traditional or customized architectural tactics. For example, an architect might design a customized solution which he deems to be architecturally significant. He then creates a customized tTP for the solution. To support automated tactic detection a tTP must be associated with a trained classifier; however, if this is not available, code can still be mapped manually. In the case that the architect creates his own customized tTP he will therefore need to map relevant code directly to the roles in the tTP. Once mapped, other tasks such as monitoring, visualizing, and notifying users of underlying architectural design concepts, can be supported in an automated manner.

5.2 Detecting Architectural Tactics

This paper has addressed the task of training a classifier to detect architectural tactics. As a result of this work we integrated the Tactic Detector into our Archie tool. The Tactic Detector not only performed well in both the n-fold and Hadoop experiments, but it has the added benefit of being self-explanatory i.e. it produces a list of weighted indicator terms which fully explain why a file is classified as a certain tactic or not. For example, in Figure 3 the displayed code relates to heart beat and relevant terms such as beat are highlighted. This makes it easier for the user to evaluate whether the identified tactic is correctly classified.

Archie allows a user to run, or re-run, the tactic detector against source code in order to generate a list of candidate architectural tactics. Because we cannot guarantee 100% precision in our results, we present the candidate tactics to the user for validation. The user must then confirm or deny each of the detected code snippets. This step can be performed immediately after running the tactic detector, later when the system notifies the user that they are editing architecturally significant code, or anytime in between.

5.3 Registering tactics with Event-Based Monitor

Archie implements an Event-based Traceability (EBT) infrastructure [18], [43] which allows all tactic-related classes to be mapped to specific roles in an instance of a tTP.

In our prior work we experimented with role-level classification of classes by training the tactic-detector to recognize specific roles such as heartbeat emitter and heartbeat receiver. We augmented the approach with light-weight structural analysis which took into account generalization and message passing relationships; however as reported in our prior work [20],
TABLE 9

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wilcoxon Signed</td>
<td>The difference in Medians equals to zero</td>
<td>0.011</td>
<td>0.021</td>
<td>0.069</td>
<td>0.123</td>
<td>0.028</td>
<td>0.007</td>
<td>0.173</td>
</tr>
<tr>
<td>Paired Test T-Test</td>
<td>The difference in Means equals to zero</td>
<td>0.001</td>
<td>0.012</td>
<td>0.103</td>
<td>0.154</td>
<td>0.044</td>
<td>0.000</td>
<td>0.193</td>
</tr>
</tbody>
</table>

Fig. 3. Archie: Eclipse Plugin detects architectural tactics, monitors related code, and notifies developers when they modify architecturally significant parts of the code.

term differentiation across roles of a tactic provided inaccurate classification results. We therefore currently do not implement role-level classification in our Archie tool. Instead, a user is presented with a list of tactic-related classes. If validated by the user, these classes are mapped (i.e. registered) to the tactic; however, the user also has the option of mapping a class to a specific role in the tactic. The benefit of mapping at the role-level is that future notification messages and their related visualizations will be more informative.

It is necessary to create a unique instance of the relevant tTP for each observed instance of a tactic. For example, we found two cases of Heartbeat in Hadoop and therefore instantiated two different tTP instances, one of which is depicted in Figure 4. In this example, the DataNode class plays the role of heartbeat emitter, the NameNode class as receiver, and the FSNameSystem is responsible for monitoring the current state of heartbeats received by NameNode. These classes are mapped to their associated roles. Additional classes, such as Balancer and BlockManager interact closely with these ones to provide full heartbeat functionality and are mapped at a higher level of granularity to the overall tactic. It is the responsibility of the architect to decide whether to map classes to specific roles. The benefit of doing so is improved notification messages at runtime. Together, all of the mappings create traceability from the code via the Heartbeat tTP to goals and requirements related to availability and reliability.

We have mapped all of the Hadoop tactics depicted in Table 4 successfully to tTPs modeled in our Archie tool.

5.4 Monitoring

Once code is mapped to the tTP then attempts by developers to modify it will result in the generation of a notification message. An important, yet often unexplored research question addresses the issue of whether automatically reconstructed traceability links are good enough for use.
We therefore designed a simulation which provides an initial evaluation of the usefulness of the generated coarse-grained traceability links for supporting software maintenance. We leave a complete user study for future work. The simulation was designed to reverse engineer the notifications that would have been generated by Archie had it been used over four releases of Hadoop, and to analyze the utility of these notification messages.

Fig. 4. In this instance of the heartbeat tactic found in the Hadoop Distributed File System (HDFS), DataNode.java, NameNode.java, and DSNameSystem.java were mapped respectively to emitter, receiver, and fault monitor roles.

Table 10(a) reports on the number of correctly generated notifications (true positives), the number of unnecessary notifications (false positives), the number of missed notifications (false negatives), and the number of modifications which were correctly ignored (true negatives). It also computes recall (the fraction of changes that were tactic-related for which messages were actually sent), precision (the fraction of sent messages that were for tactic-related classes), and specificity (the fraction of changes that were unrelated to any tactics and for which no notifications were sent). Recall of 1.0 was achieved for four of the tactics, and 0.97 for the Authentication tactic. Specificity was over 0.93 in all cases except for the scheduling tactic; however precision ranged from 0.35 to 0.96.

We then evaluated a second scenario in which we assumed that each incorrect notification would only have been sent once. This optimistically assumed that if an incorrect notification were received, the developer tagged it as incorrect, effectively rejecting the underlying mapping of class to tTP and leading to the removal of the link. Results from this simulation are reported in Table 10(b). Under these circumstances, user feedback from initial notifications significantly increased recall, precision, and specificity for all five tactics. In fact all metrics were over 0.92 except the precision for the scheduling tactic which remained at 0.73.

The results reported for this case study demonstrate that our approach generates tactic-related links capable of supporting a practical task such as architectural preservation; however, it also highlights the importance of capturing relevance feedback from the developers as they receive impact notifications in order to gradually filter out the false-positive links, and ultimately to develop a relatively accurate set of traces.

6 Threats to Validity

Threats to validity can be classified as construct, internal, external, and statistical validity. We discuss the threats which potentially impacted our work, and the ways in which we attempted to mitigate them.

External validity evaluates the generalizability of the approach. The primary threat is related to the construction of the datasets for this study. The first dataset included over five hundred samples of tactic-related code. The task of locating and retrieving
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<table>
<thead>
<tr>
<th>TABLE 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy of Generated Notification Messages during Simulated Modifications to Hadoop</td>
</tr>
<tr>
<td>(a) Notification Messages with no User Feedback</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Audit</td>
<td>159</td>
<td>5</td>
<td>4405</td>
<td>0</td>
<td>1</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td>HeartBeat</td>
<td>256</td>
<td>57</td>
<td>4256</td>
<td>0</td>
<td>1</td>
<td>0.81</td>
<td>0.98</td>
</tr>
<tr>
<td>Scheduling</td>
<td>709</td>
<td>1301</td>
<td>2559</td>
<td>0</td>
<td>1</td>
<td>0.35</td>
<td>0.66</td>
</tr>
<tr>
<td>Res. Pooling</td>
<td>315</td>
<td>19</td>
<td>4235</td>
<td>0</td>
<td>1</td>
<td>0.94</td>
<td>0.99</td>
</tr>
<tr>
<td>Authentication</td>
<td>259</td>
<td>266</td>
<td>4037</td>
<td>7</td>
<td>0.97</td>
<td>0.49</td>
<td>0.93</td>
</tr>
<tr>
<td>Averages:</td>
<td>0.99</td>
<td>0.71</td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| (b) Notification Messages with User Feedback |

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Audit</td>
<td>159</td>
<td>1</td>
<td>4409</td>
<td>0</td>
<td>1</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>HeartBeat</td>
<td>256</td>
<td>9</td>
<td>4304</td>
<td>0</td>
<td>1</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td>Scheduling</td>
<td>709</td>
<td>262</td>
<td>3598</td>
<td>0</td>
<td>1</td>
<td>0.73</td>
<td>0.93</td>
</tr>
<tr>
<td>Res. Pooling</td>
<td>315</td>
<td>4</td>
<td>4250</td>
<td>0</td>
<td>1</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>Authentication</td>
<td>259</td>
<td>19</td>
<td>4284</td>
<td>7</td>
<td>0.97</td>
<td>0.93</td>
<td>0.99</td>
</tr>
<tr>
<td>Averages:</td>
<td>0.99</td>
<td>0.92</td>
<td>0.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

these code snippets was conducted primarily by two members of our research team and was reviewed by two additional members. This was a very time-consuming task that was completed over the course of three months. The systematic process we followed to find tactic related classes and the careful peer-review process gave us confidence that each of the identified code snippets was indeed representative of its relevant tactic. However, it is more difficult to ensure that all tactics of a given type have been identified. For example, there could be instances of tactics that we failed to find, despite the multi-faceted approach described in Section 3.2.1. Such tactics would likely be outliers and would represent ways of encoding a tactic that our approach was not trained to recognize, and which could be more difficult to classify than standard implementations. This issue can only be addressed over time.

In addition, all of the experiments conducted in our study were based on Java code. Some of the identified keyterms are influenced by Java constructs such as calls to APIs that support specific tactic implementation. On the other hand, the majority of identified keyterms are non-java specific. We anticipate that retraining our approach on snippets from other languages would produce similar results to those reported in this paper.

**Construct validity** evaluates the degree to which the claims were correctly measured. The n-fold cross-validation experiments we conducted are a standard approach for evaluating results when it is difficult to gather larger amounts of data. Furthermore, the Hadoop case study was designed to evaluate the tactic classifier on a large and realistic system. Hadoop has three major subsystems and many hundreds of programs. We therefore expect it to be representative of a typical software engineering environment, which suggests that it could generalize to a broader set of systems.

**Internal validity** reflects the extent to which a study minimizes systematic error or bias, so that a causal conclusion can be drawn. A greater threat to validity is that the search for specific tactics was limited by the preconceived notions of the researchers, and that additional undiscovered tactics existed that used entirely different terminology. However we partially mitigated this risk through locating tactics using searching, browsing, and expert opinion. In the case of the Hadoop project, we elicited feedback from Hadoop developers on the open discussion forum.

**Statistical validity** concerns whether the statistical analysis has been conducted correctly. In order to address this threat appropriate statistical techniques were used. For reliability of conclusions we used both non-parametric and parametric tests. Uniformly both tests indicated that the Tactic Detector is more accurate than SVM, Slipper, AdaBoost and the Bayesian classification technique and this conclusion is statistically significant with a p-value of 0.05. While these results are taken from a single case study, they are supported by additional data points taken from over 50 high performance software systems.

7 **RELATED WORK**

Related work falls primarily under three areas of documenting design rationales, reconstructing architectural knowledge, and automated traceability.

7.1 **Documenting Design Rationales**

As previously discussed in the introduction, several researchers have developed tools and techniques for documenting design rationales. For example, Burge et. al. developed a tool named Seurat [8]. Kruchten [9] developed a design rationale model that captured architectural design decisions, rationales, alternatives, and tradeoffs [9]. Other related approaches include the Architecture Design Decision Support System (ADDSS) [10], Process based Architecture Knowledge Management Environment (PAKME) [11], Architecture Rationale and Element Linkage (AREL) [12], and techniques for capturing and tracing architectural knowledge [44], [45].

However, in practice the cost and effort of documenting design rationales has been shown to be rather onerous [46] and therefore Gorton proposed focusing only on documenting architectural decisions when there is a clear payback in terms of criticality and/or usage of the documents [47]. Fallesi et al., conducted two controlled industrial studies which confirmed the benefits of targeted documentation [48]. Our tTP-centric approach follows this recommended practice by documenting only critical architectural decisions. It
also alleviates cost and effort by providing automated support for detecting the tactics.

Existing design rationale solutions tend to focus on the design and fail to provide traceability down to the code level in which the decisions have been implemented [13]. As such, developers who wish to understand underlying architectural decisions must proactively seek out design information. In contrast our approach pushes relevant architectural knowledge to the developers as they modify the code. Furthermore, design rationale approaches are manual in nature and generally fail to provide guidance on how to create and manage the potentially large number of traceability links that are needed to make the design knowledge available to a wide group of project stakeholders such as, architects, developers, and testers. They therefore provide little support for actually utilizing this knowledge during the software maintenance process.

7.2 Reconstructing Architectural Knowledge

Because design rationales and architectures are largely undocumented in many projects, researchers have developed techniques for reconstructing architectural knowledge [49]. The primary purpose of architecture reconstruction is to shine light on the program structure and design so that developers can either restore the intended architecture or rejuvenate it into a new optimal design. Reconstruction methods can be categorized as bottom-up, top-down, or hybrid [49], [50].

In bottom-up approaches low-level knowledge is mined and the abstraction level is progressively raised until a high level understanding of the architecture is achieved. [14, 153]. For example, Mancoridis et al., [51] created a tool named Bunch which leverages dependencies between classes to generate a call graph. This is used to cluster classes and create a high level structural abstraction of the system. Similarly Lungu et.al. developed a tool which utilizes dependencies between source files to generate a package view as well as high level modular view of the system [52]. Cai et al. utilized the notion of design rules to identify clusters of classes and infer the architecture from these clusters [53]. Maqbool et al. used hierarchical clustering to identify architectural structures [54]. Kazman et al. developed the Dali workbench which also supports bottom up reconstruction. Diverse samples of low-level data are collected and then relationships (i.e. tuples of “relation <entity1><entity2>”) are identified. The architecture is then reverse engineered through a series of visualization and query steps [55].

Top-down approaches leverage architectural styles, patterns, requirements and other forms of high-level knowledge in an effort to match them to the source code. For example Murphy et al’s reflexion model maps a hypothetical model of the intended architecture to the results from a static analysis of the source code. [56]. The Architecture Reconstruction Method (ARM) [57] searches for a set of user defined architectural patterns in order to reverse-engineer the implemented architecture. The user provides the pattern and also validates the retrieved instances. ARM uses the Rigi visualization tool to visualize the reconstructed architecture. Sartipi et al., [58] developed a similar approach based on pattern matching however they match patterns at the level of the abstract graph constructed from the source code.

Architectural reconstruction techniques do not solve the problem we attempt to address for several reasons. First, they typically reverse engineer high-level structural views of the system and fail to expose underlying design decisions. Second, they are effort intensive and often only partially automated. Finally, they do not provide traceability all the way from code to requirements and thereby have limited utility when it comes to pushing comprehensive information to developers during their maintenance tasks [49], [59].

In contrast, Jansen et al emphasize the recovery of design decisions [60]. Their Architectural Design Decision Recovery Approach (ADTRA) is based on differences in architectural design across different versions of the system. They first recover detailed designs for various versions and use these to generate a series of architectural views. They then use the delta between versions to identify design decisions. However their approach is manual in nature and also fails to establish traceability to code.

There is also a significant body of work in the area of design pattern detection [61]–[64]; however as previously explained, design pattern detection differs from the problem of tactic detection because a single tactic can often be implemented in numerous different ways and so we cannot rely upon structural analysis techniques.

Our approach could be classified as top-down reconstruction of architectural patterns. It is semi-automated in that it is capable of searching for and retrieving a fairly diverse set of patterns for which it has been trained. Given a tTP our approach also supports code to requirements traceability which means it has the ability to push useful information to developers.

7.3 Manual Architecture to Code Conformance

Researchers have developed techniques to connect architecture to source code in order to perform conformance checking [65]–[67]. However this body of work primarily focuses on architectural components as the major building blocks of the system, and traces these components to source code. For example ArchJava [66] uses the formal notion of Architecture Description Languages (ADL) and integrates architectural concepts into an implementation language (Java). This enables developers to present architectural features such as components, connectors and ports in their code and...
to enforce communication integrity between code and design. In a similar approach, 1.x-way mapping maps architectural models (represented in xADL) to source code [67].

In contrast, instead of focusing on explicit structural properties of an architecture, our approach emphasizes architectural design decisions and their direct impact upon software qualities such as performance, reliability and availability.

7.4 Automated Traceability

Finally, our work is a special case of automated trace retrieval. Many researchers have investigated the use of basic search-based information retrieval methods to generate traces between documentation (i.e. requirements) and source code. Techniques have included probabilistic models [29], [68], the Vector Space Model (VSM) [69], LSI [70], and LDA [71], [72]. We utilized search-based approaches as one step in developing our training sets. However, such approaches can suffer from low recall when source and target artifacts use different terminology. As it is often the case that implemented tactics use code-oriented terminology (e.g. isolini for the heartbeat tactic). Tactic-retrieval based purely on search is therefore unlikely to be consistently effective.

Another class of traceability solutions leverages the fact that certain types of software artifacts occur repeatedly across different software projects. This creates the opportunity to train a classifier to generate trace links. Such approaches have been shown to outperform simple search based approaches. Cleland-Huang et al., developed the NFR (non-functional requirement) classifier and used it to identify quality concerns such as security, performance, and usability which recur across requirements specifications in multiple projects [32]. Similarly Gibiec et al., used the same algorithm to trace regulatory standards to requirements [73], [74]. Architectural tactics also tend to recur across projects and therefore we utilized a similar training-based approach.

8 Conclusion

In this paper we have described our approach for automating the detection of architectural tactics in code and then leveraging the results to establish traceability from code to requirements. We have presented ten different tTPs, each one modeled to capture specific roles we observed across instances of the tactic in several different systems. We then trained seven different classifiers using code snippets extracted from 50 open source systems. When used to classify known tactic instances in the HDFS, the tactic detector outperformed other classifiers and retrieved most tactic types at recall rates of greater than 70 %.

The ultimate purpose of our work is to address the architectural erosion problem. While it was outside the scope of this paper to perform a longitudinal study in which our approach was used over time in a real project and demonstrated to reduce architectural erosion, we have successfully shown that Archie and the underlying classifiers have the ability to push architectural knowledge to developers as they make code changes within an IDE. We have further shown through the study of Hadoop’s maintenance events that the quantity of notification messages is reasonable if user feedback filters out incorrectly classified classes.

In future work we plan to extend our library of tTPs to incorporate a broader range of architectural decisions. We will also evaluate our approach in a broader set of projects. Our Archie tool is released for public use at GitHub. (https://github.com/ArchieProject/Archie-Smart-IDE).
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